PHYSICAL REVIEW E

VOLUME 49, NUMBER 1

JANUARY 1994

Mathematical model for laser ablation to generate nanoscale and submicrometer-size particles

A. Kar and J. Mazumder
Center for Laser-Aided Materials Processing, Mechanical and Industrial Engineering Department,
University of Illinois at Urbana-Champaign, 1206 West Green Street, Urbana, Illinois 61801
(Received 13 October 1992)

Nanosize particles have several interesting features for synthesizing new materials with improved
properties compared to the coarser-grained conventional materials, but the rate of production of such
particles in various processes is usually very low. However, laser ablation is expected to give a higher
yield. In this paper, a gas-dynamical model is developed for analyzing the plasma formation, and the ve-
locity and particle-size distributions in the plasma during laser ablation. The melting and evaporation
rates are determined by using the heat-conduction equation and the Stefan condition. To account for the
discontinuity of various state variables across the Knudsen layer, jump conditions are used; the gas-
dynamics equations are solved to study the convective flow of the metal particles in the region above the
Knudsen layer. The plasma physics is used to model the formation of plasma and to compute the laser-
beam attenuation coefficient and ion concentration in the plasma. The particle-size distribution in the
plasma is determined by using a droplet-growth theory. Nanosize particles are found to exist near the
vaporization front, and the particle size increases as one moves towards the plasma boundary. Similarly,
the velocity of the particles is found to be higher at the plasma boundary than that inside the plasma.

PACS number(s): 81.35.+k, 47.40. —x, 44.25. +f, 44.30.+ v

I. INTRODUCTION

The art of synthesizing new materials with improved
properties lies in the ability to produce microstructures
with atomic arrangements and/or chemical compositions
that are different from those of conventional materials
[1]. Rapid solidification techniques are usually used to
produce novel metastable alloys with new chemical com-
positions. It should be noted that based on the atomic ar-
rangements, the conventional materials can be classified
as crystalline and amorphous which differ from each oth-
er in that the former has both short- and long-range or-
ders, whereas the latter has only short-range and no
long-range order. For this reason, nanocrystalline ma-
terials, which do not have any short- and long-range or-
ders, are very important in the development of new ma-
terials. The atoms of a nanocrystal can be identified as
“crystal atoms” and “boundary atoms” based on the
nearest-neighbor configuration [1]. The “crystal atoms”
have the nearest-neighbor configurations similar to the
lattice configuration, whereas the nearest-neighbor
configurations of the ‘“boundary atoms” differ from the
lattice configurations. More discussions on nanoscale
materials can be found in Refs. [1-7].

The average grain size of nanocrystalline materials
usually ranges from 5 to 25 nm, and a large fraction of
the material is made up of grain boundaries containing
most of the atoms. Due to the short-range disorder in
the interfaces, which influences thermodynamic, magnet-
ic, and electronic properties, and the small grain size,
which affects sintering, plasticity, and diffusivity, the
nanocrystalline materials have improved properties com-
pared with the conventional coarser-grained materials.
Studies on diffusion in nanocrystalline materials can be
found in Refs. [8—-11]. Horvath, Birringer, and Gleiter
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[8] measured the self-diffusivity of the radioisotope *’Cu
in nanocrystalline (8 nm) copper at 353 and 393 K, and
found the respective diffusivity to be 2X10 " and
1.7X107" m?/s, which are, respectively, 16 and 14 or-
ders of magnitude higher than the lattice self-diffusion
coefficient, and about 2 and 3 orders of magnitude higher
than the grain-boundary self-diffusivity. Enhanced solid
solubility in nanocrystalline materials has been examined
in Refs. [9,12]. Birringer et al. [9] showed that the solu-
bility of Bi in nanocrystalline (8 nm) Cu is about 10*
times the solubility of Bi in crystalline Cu. Rupp and
Birringer [13] found that the specific heat of nanocrystal-
line (6 nm) palladium increases by about 29% and 53%
compared with that of polycrystalline palladium at 150
and 300 K, respectively, and the increment is 9% at 150
K and 11% at 300 K for nanocrystalline (8 nm) copper.
The thermal expansion coefficient of nanocrystalline (8
nm) copper has been found [1] to be twice the corre-
sponding value of copper single crystals. Similarly, im-
proved magnetic [2,7] and electrical [1] properties can be
obtained by using nanoscale materials instead of the con-
ventional coarser-grained materials. Mechanical proper-
ties, such as hardness, fracture stress, and low-
temperature ductility, of nanocrystalline materials have
been found [6,14-16] to improve relative to the conven-
tional materials. Siegel et al. [17] showed that nanocrys-
talline (12 nm) TiO, (rutile) can be sintered without using
any compacting or sintering agent, such as polyvinyl al-
cohol which is usually required, at atmospheric pressure
and 400 °C lower temperatures than coarse-grained TiO,.
Karch, Birringer, and Gleiter [14] used nanoscale ceram-
ic particles to produce ductile ceramics that can undergo
large plastic deformations at room temperature due to
the diffusional flow of atoms along the intercrystalline in-
terfaces. Such creep enhancement may be explained by
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using Coble’s [18] creep model, according to which the
deformation rate é of diffusional creep by interfacial
diffusion is proportional to D,/d? where D, is the
grain-boundary diffusivity and d is the average grain size,
and, therefore, € is expected to increase because D, and d
are very large and small, respectively, for nanocrystalline
materials. However, Nieman, Weertman, and Siegel
[19,20] showed that the creep rates are at least three or-
ders of magnitude smaller than Coble’s model predictions
for nanoscale Pd and Cu at room temperature.

The improved properties of nanocrystals have drawn
considerable interest in developing methods for produc-
ing these materials in large quantities, because the yields
of various techniques have been found to be very low.
Birringer et al. [21] devised a gas condensation technique
in which particles are produced by vaporizing the metal
inside a vacuum chamber, and then collected at the sur-
face of a liquid-nitrogen-cooled cold finger. Siegel et al.
[17] used the gas condensation technique [21] to produce
nanoparticles of TiO,. Chow et al. [22] synthesized
nanocomposites (3—12-nm average particle size) at high
pressure (0.1-5 Torr) by maintaining a temperature gra-
dient between a cold substrate and a hot source to cause
sputtering of the source. By magnetron sputtering, Hahn
and Averback [23] produced nanocrystalline particles of
pure metals, binary alloys, intermetallics, and ceramics
with average grain size ranging from 7 to 50 nm. Jervis
and Zocco [24] used the photolytic laser chemical-vapor-
deposition technique to generate nanoscale Fe;C particles
with average size 5.7 nm. Matsui et al. [25] fabricated a
tungsten rod of 15 nm diameter on a silicon substrate by
using electron-beam-induced surface reaction. Baba
et al. [26] produced ultrafine AIN powder by rf plasma
method. Andres et al. [27] gave an excellent report on
various methods for producing nanocrystalline materials.
Besides these techniques, laser ablation can also be used
to produce nanophase materials. In fact, laser ablation,
sputtering, electron beam, or rf plasma methods can pro-
vide better control of the evaporation process, do not re-
quire any high melting point container and, therefore,
can be used to produce nanoscale particles of refractory
or reactive elements, and are suitable for generating
nanocrystalline multicomponent or composite materials.

It can be seen from the literature that laser ablation
studies are mainly concerned with the deposition of thin
films of various materials, diagnostics of the plasma
formed during ablation, and mathematical modeling of
the ablation process. Zweig [28] presented a ther-
momechanical model for laser ablation to explain the ex-
perimental drilling-depth and recoil data. Kelly and
Braren [29] used the gas-dynamics approach to model the
laser-induced sputtering of polymers. Various gas-
dynamics processes, which occur during the laser heating
of a substance, were investigated in Refs. [30,31]. Also,
the nonequilibrium phenomena in a laser-induced plasma
near a solid surface were studied by Kozlov et al. [32].
Batanov et al. [33] examined the mechanisms of vapor
formation from solid targets during laser irradiation and
pointed out that the evaporation is from the liquid metal,
that is, a liquid film exists during irradiation. Gai and
Voth [34] presented a computer simulation technique for

laser ablation of polymers. Kools et al. [35] studied the
gas flow dynamics to model the laser ablation deposition
of thin films. Dahmani [36] used experimental data to
correlate the ablated mass flux and ablation pressure with
the absorbed laser intensity, laser wavelength, and target
atomic number. Singh and Narayan [37] presented a
model to study the pulsed-laser evaporation technique for
thin-film deposition.

The physics of laser ablation involves many
phenomena—such as the target-laser interactions, vapor-
ization process, plasma formation and its interaction with
the laser beam, and nucleation for the formation of parti-
cles of different sizes—which have to be modeled proper-
ly in order to understand the effects of various laser pa-
rameters on the formation of nanocrystalline particles.
The purpose of this paper is to develop a mathematical
model for determining the particle-size distribution in the
plasma formed during laser ablation. To achieve this ob-
jective, the heat conduction equation, Stefan condition,
vaporization physics, gas dynamics equations, plasma
physics, and droplet-growth theory are used in this pa-
per.

II. MATHEMATICAL MODEL

A. Process physics

Although laser ablation is mostly used for the deposi-
tion of thin films, it can be used to produce nanoscale
particles. In this technique, a target, which is made up of
the material whose nanocrystalline particles are of in-
terest, and a cold substrate, which is usually cooled with
liquid nitrogen, are placed in a vacuum chamber, and the
target is irradiated with a high-intensity laser beam.
When the laser beam interacts with the target, a part of
the beam is reflected, and the rest is absorbed by the
atoms of the target material giving rise to thermal energy
to cause heating, melting, and vaporization of the target.
The vapor also absorbs a portion of the laser beam, which
raises its temperature and eventually leads to the forma-
tion of plasma. A schematic representation of various
phenomena that occur during laser ablation is given in
Fig. 1. The particles produced due to the irradiation of
the target interact among one another in the vapor and
plasma phases to produce the clusters of different sizes,
which are collected at the surface of the cold substrate.

B. Mathematical formulations

The process of nanoscale particle formation during
laser ablation is modeled as follows by using the axisym-
metric coordinate system shown in Fig. 1.

1. Heat transfer in the solid target

The thermal energy generated due to the laser-target
interactions is considered to propagate through the solid
region of the target by axial conduction only, because the
radial heat conduction is usually very small [32] within a
wide range of the laser-beam diameters and pulse dura-
tions. Therefore, the governing equation can be written
as
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FIG. 1. A schematic representation of the process physics
during laser ablation.
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for —o0 =z =s,(t) and t>0. (1

Here, T, and a, are, respectively, the temperature and
thermal diffusivity of the solid target, ¢ is the time vari-
able, and s,(t) represents the location of the melt front,
that is, the solid-liquid interface such that s,(¢) <0.
Equation (1) has to be solved subject to the following

initial and boundary conditions:

T,(z,0)=T, , (2a)

T,(—c,t)=T,, (2b)
and

T,[s,(t),t]=T,, , (2¢)

where T, and T,, are, respectively, the initial and melting
temperature of the target. The melt-front location s,(¢)
can be determined by using the following Stefan condi-
tion:

BT, aTx ds

2
- = —= = 2
] az ks az PsLm dt at z SZ(t) 5 ( d)

which is subject to the condition
5,(0)=0 . (2e)

Here, k;, and k, are the thermal conductivities of the
liquid and solid phases of the target material, respective-
ly; T, is the temperature in the liquid region of the target;
p; is the density of the solid target; and L,, is the latent
heat of melting of the target material.

2. Heat transfer in the liquid region

The liquid film formed during laser ablation is very
thin [33] within which the temperature can be considered
to vary linearly such that

z—s,(t)

T = +—____
Kt =Tt =

(1, —T.). (3)
Here, T)(z,t) is the temperature distribution in the liquid
region of the target, and T is the saturation temperature
at the vaporization front, that is, at the liquid-vapor in-
terface whose location is represented by s,(z), where
5,(¢£)=0. The vaporization front location, s,(z) can be
determined by using the following Stefan condition:

I#k,ﬂz—pb L,+T, —55—2*'——TLCL+;U2 Ll
oz Y 2M, PE 28 dr
(4a)
at z=s,(t), which is subject to the condition
5,(0)=0. (4b)

Here, I is the intensity of the incident laser beam (see Fig.
1), py; is the density of the material in the liquid layer at
the vaporization front, L, is the latent heat of vaporiza-
tion of the target material, T, is the temperature of the
gas at the top plane of the Knudsen layer, R, is the
universal gas constant, M o is the molecular weight of the
target material, C,; is the specific heat of the vapor in the
Knudsen layer at the vaporization front at constant pres-
sure, and v, is the speed of the gas at the top plane of the
Knusden layer. It should be noted that the Stefan condi-
tion (4a) is written by assuming that the vaporization rate
is very much higher than the condensation rate at the
liquid-vapor interface.

3. Jump conditions

The state variables, that is, temperature, pressure, den-
sity, and velocity, are discontinuous across the Knudsen
layer. To account for such discontinuity, the following
jump conditions [32] are used in this study, which are
valid in the range 0=v, <c,, where ¢, is the speed of
sound in the region above the Knudsen layer:

Pg _ 0.397m*—0.6015m>+0.191m +1

3 3 (S5a)
pr 1.183m>—0.154m?+2.284m +1
Ty 2.643m°—6.939m>+2.706m +1 (Sb)
T,  —0.3636m>—4.4595m>+2.7058m +1 ~

where p, is the density of the gas at the top plane of the
Knudsen layer, p; is the density of the vapor in the
Knudsen layer at the vaporization front, and
m =v, /(2R T, /Mg)l/2 in which v, can be expressed in
terms of other variables by using the following mass-
conservation equation:

prilds, /dt|=p,uv, . (5¢)

4. Gas-dynamics equations

The flow of metal particles in the region above the
Knudsen layer is modeled by using the following un-
steady two-dimensional axisymmetric gas-dynamics equa-
tions [32]:
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Here, p, u, v, and E represent, respectively, the density,
velocity in the r direction, velocity in the z direction, and
total energy per unit mass of a particle at any time ¢ and
location (r,z) in the region above the Knudsen layer. y is
the specific-heat ratio, V-S, represents the loss of energy
from unit volume in unit time due to radiation, and
91 /9z accounts for the absorption of laser energy in unit
volume in unit time due to the attenuation of the laser
beam as it passes through the plasma and gas-vapor
phases.

In order to determine V-S;, the plasma is considered to
be optically thin in this study, which is a good approxi-
mation when the volume of the plasma is very small and
leads to the following expression [38] for V-S:

V-5, =4koT*, (7a)

where k is the absorption coefficient, o is the Stefan-
Boltzmann constant, and T is the temperature in degrees
Kelvin.

By noting that the spectral absorption coefficient
K,=N,o,,+N;o,, where N, and N, are, respectively,
the number densities of the neutrals and ions, and o,,
and o,; are, respectively, the spectral absorption cross
sections of the neutrals and ions, and by using Kramers’
formula [38], k can be written as

IiN, I3N,
z* (Zz—1)7?

_157.9%x10""®

k
7t (kpT)?

] cm~! (7b)

for the first quantum state of the material. Here kj is the
Boltzmann constant, Z is the atomic number, and I, and
I, are, respectively, the first and second ionization poten-
tials of the material in eV. The amount of laser energy
absorbed in unit volume of the plasma in unit time is
given by

A I rike (7c)

0z
where I*(r,t) represents the radial and temporal distribu-
tion of the laser intensity. Equation (6) has to be solved
subject to the initial and boundary conditions. At ¢t =0,
the variables p, u, v, and E are taken to be zero. At r =0,
the symmetric condition is applied, that is, dp /dr, du /dr,
dv /0r, and OE /9r are equal to zero. Atz =0, p, u, v, and
E are, respectively, P> 0, Vg, and Eg, where

E,=R,T,/[(y—1DM,]+v}/2.

5. Ion concentration in the plasma

Although the unsteady gas-dynamics equations are
used to study the velocity, temperature, and density dis-
tributions in the plasma, the plasma is considered to be in
local thermodynamic equilibrium so that the Saha equa-
tion [38] can be applied to determine the ion concentra-
tion. It should be noted [38] that the gas is usually singly
ionized in the temperature range 8000-30000 K and that
the second ionization does not occur in this temperature
range because the second ionization potential is approxi-
mately twice the value of the first ionization potential.
By considering that the ionized particles are in the singly
ionized state and by taking the statistical weights to be
unity in the Saha equation, the ion mass fraction m; can
be shown to be

m;=[(A4%+4pA4)'*—4]/(2p) , ®)
where

A=8X10"°M,T*%exp[ —1I,/(kyT)] .

6. Particle-size distribution

In order to understand the effects of various laser pa-
rameters on the diameters of the particles formed during
laser ablation, the droplet-growth theory of Lifshitz and
Slyozov [39] is used to determine the particle-size distri-
bution in the plasma. According to this theory, the mean
diameter of a cluster, D (2), is given by

D (t)=(32aDt/9)"" . 9)

Here, D is the mass diffusion coefficient and
a=20,v'Cy, /(kgT), where o, is the surface tension, v’
is the molecular volume of the droplet material, and C,,
is the concentration of the saturated solution which is
defined in terms of the volume of the material dissolved
in unit volume of the solution. Although Eq. (9) is used
in this study, it should be noted that the detailed conden-
sation processes and the arrangement of chemical bonds
are very important in the formation of the clusters.
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C. Method of solution

1. Determination of s,, s,, and &

Equation (1) is solved by using the integral method to
obtain the following temperature distribution:

T,(z,t)—T,
Tm_T()

3
32795

1 1275
2 6_52 2

5—s,

, (10)

where the location of the thermal boundary layer 6(¢) is
given by
s _ 4a
dt &—s,

5 dsz
3 dt

) (11)

which is subject to the condition 8(0)=0.

To determine s,, s,, and 8, Egs. (2d), (4a), and (11) are
discretized over a time step At by using the finite
difference approximation to obtain the following equa-
tions:

12
8 ' , 9C
8__—52_3 (52_52)+ (Sz"Sz)z 64 ) (123)
o= A.si+ Apd+(s,—s5) (s, =5, 0(8—s,) , (12b)
A.+ A4,
— kT, — T, )At +1Is,At+(s,s] +53)K3 120)
5= . c
: IAt+(s,+s))K*
Here,
C=—8a,At—(8'—s5),
At
Ac:%ks(TO_Tm)me ]
At
Ab:k[(Tm_TL)me ’
. 5 R T L
Ky=—pu Lv+2 M, Cot30g | s
and &', si, and sj represent the functions &(z—Az),

s,(t—At), and s,(t —At), respectively. At any time ¢,
the variables 8, s, and s, are determined from Egs. (12a),
(12b), and (12c¢) by using the method of successive itera-
tion.

2. Determination of p,, vy, and E,

The jump conditions (5a) and (5b) have to be used in
order to determine the boundary conditions, that is, the
values of p,, v,, and E, for the gas dynamics (6). But
these jump conditions have two unknowns p; and T7,
which are determined by using the kinetic theory of va-
porization, the Clausius-Clapeyron equation, and the
ideal-gas law. The expression for T is found to be
172

ds ds;
Pyexp

dt

M,

27TRg TL

1 1

r, T,

v

R,

where P, is the vapor pressure at any saturation tempera-
ture Ty. T; is obtained from expression (13) by using the
method of bisection. After determining 7, the vapor
pressure in the Knudsen layer at the vaporization front,
P, , is obtained by using the Clausius-Clapeyron equation,
and then p; is determined from the ideal-gas law. Now
Pe> Tg, and v, can be obtained from the conditions (5a),
(5b), and (5¢), and then E, is determined by using the re-
lation
E,=R,T,/[(y —1)M,]+v}/2

in order to solve Eq. (6).

3. Determination of p, u, v, T, m;, and D_(t)

The gas dynamics (6) is solved by using Lax’s explicit

method [40], which leads to the following discretization
of Eq. (6):
U"+I—1(U1+1]+Uz—lj zj+l+Uj—1)
At =n n
VE(FI'+1,]' F*11+G11+] Gi,j——l)
At
+ 4(S,+IJ+S,U+S,1+1+SJ,,I) (14)
forn=0,1,2,...,i=12,3,...,and j=1,2,3,... . In

Eq. (14), the radial mesh size Ar is taken equal to the axi-
al mesh size Az and the indices i, j, and n are used to
represent the discretized values of r, z, and ¢, respectively,
such that

X e=X(nAr,EAz,7Ar)

where X=U, F, G, and S; r=0,1,2, . .
and £=0,1,2, ... .

Expressions (7a), (7b), and (7c) are used in Eq. (14) in
order to determine the distributions of density p, radial
velocity u, axial velocity v, and temperature T in the plas-
ma. After this, the ion mass fraction m; and the
particle-size distribution D (t) are calculated by using
Egs. (8) and (9), respectively.

3m=0,1,2,...,

ITII. RESULTS AND DISCUSSION

The above-mentioned mathematical model is used to
investigate the effects of various laser parameters on the
production of nanocrystalline particles of niobium during
laser ablation. A KrF excimer laser of wavelength 0.248
um is used in this study to ablate a niobium target in a
vacuum chamber of pressure 10”7 Torr. The laser-beam
radius is taken to be 0.798 mm, and the laser intensity is
considered to be radially uniform but varies with time
with a repetition rate of 50 Hz and a pulse-on time of 30
ns. With these parameters, results are obtained for the
laser energies 300, 400, and 500 mJ/pulse which corre-
sponds to the intensities 499.8, 666.4, and 833.1
MW /cm?, respectively. Also, due to the unavailability of
the absorptivity data, the absorptivity is taken to be 60%
in all of the calculations unless stated otherwise.

Figures 2 and 3 represent the locations of the solid-
liquid and liquid-vapor interfaces, respectively, during
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FIG. 2. Variation of the solid-liquid interface depth with ab-
lation time.

laser ablation for three different intensities. It should be
noted that these two figures look almost identical, that is,
the location of the melt front is very close to that of the
vaporization front, which implies that the liquid film is
very thin. In these figures as well as in Figs. 4 and 5, the
lines 1 and 2 are the results for the first and second
pulses, respectively, and the ablation time is measured by
taking the time to be zero at the beginning of each pulse,
such that the actual time, #,.,=(n —1)r+1,, where n is
the number of pulses, 7 is the period of the pulses, and 7,
is the ablation time reported in the figures. It can be seen
from Figs. 2 and 3 that more material melts and vapor-
izes as the laser intensity increases, or as the ablation
time increases for a given intensity. It should be noted
that the amount of vapor produced during vaporization
is directly proportional to the depth of the vaporization
front and, therefore, Fig. 3 indicates that a very small
amount of material vaporizes during one laser pulse.
Figure 4 shows the temperature at the vaporization
front during the first and second pulses for various laser
intensities. The temperature at the vapor-liquid interface
increases as the laser intensity increases. With respect to
the ablation time, the vaporization-front temperature in-
creases rapidly during the initial stage of the pulse, and
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1: Results during the first pulse
2: Results during the second pulse 2
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FIG. 3. Variation of the vapor-liquid interface depth with
ablation time.
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FIG. 4. Variation of the vapor-liquid interface temperature
with ablation time.

then becomes constant near the end of the pulse. The
amount of vapor produced at the vaporization front in
unit area per unit time is reported in Fig. 5 which shows
that the vapor flux is rather large. Although the depth of
the vaporization front created during one laser pulse is
very small (see Fig. 3), a large vapor flux is expected, be-
cause the vaporization occurs during a few nanoseconds.
Figure 5 shows that the vapor flux increases as the laser
intensity increases, and it increases rapidly during the
first several nanoseconds of the ablation period to eventu-
ally reach a constant value.

Figures 6 and 7 show the variations of radial and axial
velocities with radius at various heights in the plasma at
the end of the first pulse, that is, at the ablation time
t =30 ns. Both figures show that the velocity increases as
height z increases. However, the radial velocity u in-
creases slowly with z compared with the axial velocity v.
On the other hand, u increases more rapidly with r than
v. It should be noted that the values of u and v vary from
a few to several hundred meters per second, which may
seem to be too high. But such high velocities are not un-
realistic because the particles have been experimentally
found to move in the plasma with such high [41,42] and,
in many cases, even higher [43,44] velocities during laser
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FIG. 5. Variation of the flux of vapor at the surface of the
liquid with ablation time.
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FIG. 6. Radial velocity distribution of particles in the plas-
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ablation. The values of v oscillate near the end of each
curve in Fig. 7, because the variables p, u, v, and T are
discontinuous at the plasma boundary and the numerical
scheme used in this study cannot resolve this discontinui-
ty. For this reason, each of the three curves of Fig. 7 has
the same V-shaped structure at the end.

Figure 8 shows the coordinates, that is, the values of r
and z, of the plasma boundary for the ablation times
t =12, 20, and 30 ns during the first laser pulse. The
lines in the figure represent a portion of the plasma
boundary and demonstrate the evolution of the plasma
volume as the ablation time increases. Thus the present
model can be used to study the growth of the plasma dur-
ing laser ablation. Figure 9 shows the variation of tem-
perature with radius at various heights in the plasma at
the end of the first pulse, which is also strongly affected
by the discontinuity at the plasma boundary as in the
case for Fig. 7. For this reason, the rightmost portions of
the curves in Figs. 7 and 9 show the effect of this discon-
tinuity rather than any physically realistic values for the
velocity and temperature, respectively. Figure 10
presents the radial variation of the ion mass fraction at
various heights in the plasma. The ion mass fraction in-
creases as ¥ or z increases, that is, as one moves towards
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the plasma boundary. This is because the density of the
plasma is less at the plasma boundary than that at the
plasma base near the target surface. It can be seen from
Fig. 10 that the ion mass fraction is very low in the plas-
ma, which means that the plasma contains mainly neu-
trals, that is, a weakly ionized plasma is formed.

Figures 11, 12, and 13 show the distributions of the
particle diameter in the plasma. Tadashi et al. [45] have
observed 20 nm particles during Q-switched Nd: YAG
(neodymium-doped yttrium aluminum garnet) laser abla-
tion. In Fig. 11, the variation of the particle size with the
radius is shown for different ablation times r =12, 20, and
28 ns at the height z =0.1 mm, whereas Fig. 12 shows
the variation of the particle size with r at various heights
in the plasma at the end of the first pulse, that is, at the
ablation time ¢ =30 ns. Both Figs. 11 and 12 indicate
that the particle size increases as r increases. Also, it can
be observed from Figs. 11 and 12 that the particle size in-
creases as the ablation time ¢ or the height z increases.
This can be understood by noting that the tiny vapor
clusters, which originate at the vaporization front, under-
go a lot of collisions as they flow towards the plasma
boundary and as the ablation time, that is, the residence
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FIG. 9. Temperature distribution in the plasma phase during
laser ablation.
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time of the particles in the plasma, increases. As a conse-
quence of such collisions, the vapor clusters agglomerate
to form larger particles.

It should be noted that the results of Figs. 2—12 are
calculated by considering the absorptivity to be 60%. In
order to examine the effects of absorptivity, the particle
size distributions are obtained for three different values of
the absorptivity as shown in Fig. 13, which indicates that
the particle size is practically unaffected by the chosen
values of the absorptivity.

Experimental verification

Besides obtaining the above-mentioned results for Nb,
the model of this paper is used to study the ablation rates,
that is, the evaporation rates, of Cr, Ni, and Pb for vari-
ous laser energy densities, and the results are compared
with experimental data of Ref. [46] as shown in Fig. 14.
It can be seen from this figure that the theoretical predic-
tions are higher than the experimental data. To under-
stand this discrepancy, the maximum ablation rates for
Cr, Ni, and Pb are calculated by using the following sim-
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ple energy balance:
Nt= Av AtEp
TMer§[Co( T, —To)+L,, +Cy(T,—T,)+L,] ’
(15)

where N* represents the maximum ablation rate in terms
of the number of atoms per unit pulse per unit area, 4, is
Avogadro’s number, 4, is the absorptivity of the target
for the incident laser beam, E, is the energy per pulse of
the laser beam, r; is the laser-beam radius at the target
surface, and Cps and Cp, are the specific heats of the tar-
get in solid and liquid phases, respectively. Equation (15)
is written by considering that the incident laser energy is
utilized only to raise the temperature of the mass of ab-
lated material from room temperature to its boiling tem-
perature and supply the necessary latent heats of melting
and boiling. Also, N* represents the maximum ablation
rate, because the energy losses due to conduction in the
target, absorption and scattering in the plasma and vapor
phases, conversion of thermal energy into the kinetic en-
ergy of the ablated particles, and the conduction, convec-
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FIG. 13. The effects of absorptivity on the particle-size distri-
bution in the plasma phase.



418 A.KAR AND J. MAZUMDER 49

tion, and radiation losses from the target surface are not
taken into account in Eq. (15).

The results obtained from Eq. (15) are plotted in Fig.
14 to show that the predictions of this model are lower
and closer to the experimental data than the maximum
values of the ablation rates, which means that the
energy-loss terms are very important in the accurate
determination of the ablation rates. Since the present
model is based on one-dimensional heat conduction in the
target and no conduction, convection, and radiation
losses from the target surface, the results of this model
are expected to be higher than the experimental data.
Also, the lack of data, such as the values for thermophys-
ical and optical properties at high temperatures, could be
another reason for the discrepancy between the theoreti-
cal and experimental results. However, Fig. 14 shows
that the maximum ablation rates, and the theoretical and
experimental results, are qualitatively in good agreement
because they vary in the same way as the laser energy
density increases. For a given laser energy density, the
trend that the ablation rate increases progressively for
Cr, Ni, and Pb targets, respectively, which is predicted by
the experimental data, is also predicted by this model.
But the results obtained from Eq. (15) show that the max-
imum ablation rate is higher for Cr than that for Ni,
which implies that the energy losses are higher for Cr
than that for Ni during the ablation, since Cr ablates
slower than Ni when the energy losses are taken into ac-
count.

IV. CONCLUSION

A mathematical model is presented and applied to
study the production of nanoscale niobium particles dur-
ing laser ablation. The model is developed by considering
heat conduction, the Stefan condition, vaporization phys-
ics, gas dynamics, plasma physics, and droplet-growth
theory, and the results can be summarized as follows.

(1) More material melts and vaporizes as the laser in-
tensity or the ablation time increases. Only a very small
amount of material vaporizes during one laser pulse, but
an extremely large vapor flux is generated.

(2) The temperature and vapor flux at the vaporization
front increase rapidly during the first several nanoseconds
of the pulse and then become constant near the end of the
pulse.

(3) The radial and axial velocities vary from a few to
several hundred meters per second.
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FIG. 14. Comparison between calculated ablation rates and
experimental data: @ : Cr, experimental data; @-: Cr, this
model; -©-: Cr, maximum value; B : Ni, experimental data:
B Ni, this model; = Ni, maximum value; ¢ : Pb, experi-
mental data; 4 Pb, this model; < Pb, maximum value.

(4) A weakly ionized plasma is formed, and the ion
mass fraction increases as one moves towards the plasma
boundary.

(5) Nanoscale particles exist near the vaporization
front. The particle size increases as one moves towards
the plasma boundary, or as the residence time of the par-
ticles in the plasma increases.

(6) The energy losses due to conduction in the target,
absorption and scattering in the plasma and vapor
phases, conversion of thermal energy into the kinetic en-
ergies of the ablated particles, and the conduction, con-
vection, and radiation losses from the target surface are
very important in the accurate determination of the abla-
tion rates.

(7) The trend between the theoretical and experimental
results is similar, but the theoretical predictions are
higher than the experimental data, which could be due to
the multidimensional energy losses and the lack of high-
temperature data.
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